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PERSONAL INFORMATION

· Independent Researcher in London

· E-mail: sangwoolee.cs@gmail.com

· Webpage: https://sang-woo-lee.com

· Google Scholar: https://scholar.google.co.kr/citations?user=TMTTMuQAAAAJ

RESEARCH INTERESTS

Large Language Model, Agent System

EDUCATION

Ph.D. in Computer Science and Engineering Mar 2012 - Aug 2018
Seoul National University, Seoul, Republic of Korea

B.S. in Computer Science and Engineering Mar 2008 - Feb 2012
Seoul National University, Seoul, Republic of Korea

SCHOLARSHIPS

Presidential Science Scholarship, Korea Student Aid Foundation 2008 - 2012

WORK EXPERIENCE

Program Leader and Executive Director, NAVER Cloud Jan 2023 - Jan 2025

· Initiated and led modeling teams, overseeing 40 to 100 team members. Enhanced the company’s Large
Language Model, HyperCLOVA X, and developed Korean AI agents, including CLOVA X, based
on the model.

· Directed key initiatives in alignment learning, visual multimodal learning, search-based LLM applica-
tions, data construction, and model evaluation.

· Supported AI models to drive revenue, including securing a 100 billion won contract and generating
additional revenue streams.

· Promoted to Executive Director in April 2024, leading high-impact strategic initiatives.

· Initiated and served on NAVER’s GPU resources board for training, which oversaw GPU allocation
and managed the operational needs of AI models across the company.

Adjunct Professor, KAIST AI Oct 2021 – Sep 2024

· Facilitated and promoted research collaboration between KAIST and NAVER, driving innovation and
academic partnerships. Organized seminars for the AI599 class.

Technical Leader, NAVER May 2020 - Dec 2022

· Provided technical leadership for a 30-member modeling team, specializing in conversational AI systems.

· Implemented large-scale language models (HyperCLOVA) tailored for Korean and Japanese markets.

· Developed AI-driven phone-call-based systems, including CareCall (a senior-focused chatbot), AiCall
(a reservation chatbot), and other conversational AI solutions.
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Research Scientist and Manager, NAVER and NAVER Cloud July 2018 – Mar 2023

· Conducted research focused on dialog systems and large-scale language models.

· Led the NLP team at NAVER AI Lab from April 2021, during which the team published up to 20
research papers annually at the peak of productivity, driving foundational research in NLP.

· Supported research and modeling efforts for NLP application teams across NAVER, enhancing core AI
capabilities.

Project Initiator of AiCall, NAVER July 2018 – Apr 2020

· Launched and initiated the development of AiCall, a phone-call-based reservation chatbot, as the first
team member of the project.

· Led data engineering efforts, including constructing training datasets and creating evaluation systems,
while working on system modeling.

· Successfully launched the system in Japan, generating peak annual revenue of approximately $10 mil-
lion.

· Contributed to NAVER’s strategy by facilitating the merger of LINE (NAVER’s subsidiary) and
Yahoo Japan through the success of the AiCall project.
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Retrieval. ICLR. 2024.

[3] TEAM HyperCLOVA X. HyperCLOVA X Technical Report. arXiv. 2024.
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Long-term Conversations. In Findings of EMNLP. 2022.

[9] Sanghwan Bae, Donghyun Kwak, Sungdong Kim, Donghoon Ham, Soyoung Kang, Sang-Woo Lee,
Woomyoung Park. Building a Role Specified Open-Domain Dialogue System Leveraging Large-Scale
Language Models. In NAACL. 2022.
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Sungjae Lee, Minsub Kim, Suk Hyun Ko, Seokhun Kim, Taeyong Park, Jinuk Kim, Soyoung Kang,
Na-Hyeon Ryu, Kang Min Yoo, Minsuk Chang, Soobin Suh, Sookyo In, Jinseong Park, Kyungduk
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Leveraging Large-scale Language Models for Text Augmentation. In Findings of EMNLP.
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Oriented Dialogue via Model-based Simulation. In ACL. 2021.

[14] Minjeong Kim, Gyuwan Kim, Sang-Woo Lee, Jung-Woo Ha. ST-BERT: Cross-modal Lan-
guage Model Pre-training For End-to-end Spoken Language Understanding. In ICCASP.
2021.
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of Contact Centers. In Interspeech. 2020.

[16] Sungdong Kim, Sohee Yang, Gyuwan Kim, Sang-Woo Lee. Efficient Dialogue State Tracking
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